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ABSTRACT  

Recent breakthroughs in computational capabilities and optimization algorithms have enabled a new class of signal 

processing approaches based on deep neural networks (DNNs).  These algorithms have been extremely successful in the 

classification of natural images, audio, and text data.  In particular, a special type of DNNs, called convolutional neural 

networks (CNNs) have recently shown superior performance for object recognition in image processing applications.  

This paper discusses modern training approaches adopted from the image processing literature and shows how those 

approaches enable significantly improved performance for synthetic aperture radar (SAR) automatic target recognition 

(ATR).  In particular, we show how a set of novel enhancements to the learning algorithm, based on new stochastic 

gradient descent approaches, generate significant classification improvement over previously published results on a 

standard dataset called MSTAR.   

Keywords: ATR, SAR, DNN Training 

1. INTRODUCTION 

Recent computational and algorithmic advances have brought increased attention to a new class of signal processing 

algorithms referred to Deep Neural Networks (DNNs)
1
. A neural network consists of interconnected groups of nodes, 

akin to the vast network of neurons in a brain.  Each group of nodes corresponds to a layer.  A “deep” neural network is 

one that has a large number of layers and may contain hundreds or thousands of nodes. The application of neural 

networks to classification problems we discuss here uses a large number of labeled examples to have the network “learn” 

a function, which maps the input data to output classes.  As such it is related to more conventional supervised learning 

approaches like support vector machines and regression
2
.  The principal advantage over these techniques is its ability to 

learn arbitrarily complicated decision surfaces.  

In general, more nodes allow for richer exploitation of the input data, while more layers allow for more intricate decision 

surfaces.  Convolutional Neural Networks (CNNs)
3
 are a type of neural network where the individual neurons are tiled in 

such a way that they respond to overlapping regions in the visual field.  CNNs typically involve alternating 

convolutional layers and pooling layers, where convolutional layers extract features and pooling layers generalize 

features.  Networks that are both deep and employ convolutional feature extraction, deep convolutional neural networks, 

currently produce state-of-the art results in a wide range of image processing applications
4

, as this combination can both 

maximally exploit the input data and realize arbitrarily non-linear decision surfaces. 

A natural application of such networks is to the synthetic aperture radar (SAR) automatic target recognition (ATR) 

problem. The SAR ATR problem is analogous to the image classification problem, wherein a large database of labeled 

images exists and the requirement is to label a new unknown sample.  The SAR modality has a number of characteristics 

that distinguish it from natural imagery, most prominently the fact that the data includes both magnitude and phase, but 

also the large dynamic range and the fact that object signatures are not rotation invariant.  These features may provide 

additional richness that the network can exploit to its advantage. 

The Moving and Stationary Target Acquisition and Recognition (MSTAR) database
5
 is a publically released collection 

of ten military vehicles taken from a number of aspect angles and provides a standard, common dataset that ATR 

researchers have used extensively for algorithm development.  Most previous approaches to SAR-based ATR in open 

literature are based on template matching
6-8

.  This approach involves creating a set of templates for each object type, 

then comparing the correlation between each class template and a test image.  While other researchers have proposed 

using neural networks
8,9

 or SVMs
10,11

 for SAR ATR, Morgan
12

 appears to be the first to publish results of a deep 

convolutional neural network for this application.  In this paper, we adopt the network topology of 
12

 and describe new 

approaches to training that are drawn from the most modern techniques in deep learning and image processing 

literature
4,13,14

.  We show through a combination of modern techniques, we can achieve significant classification 

performance improvement on the MSTAR dataset.   
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This paper presents the following two main contributions. First, Section 2 describes modern training approaches for 

CNNs applied to the SAR-ATR problem.  Next, Section 3 shows that the deep learning methods we employ provide 

improved performance on the standard 10-class MSTAR SAR test set by comparing it to other published classification 

algorithms on this dataset.  In particular, while 
3
 was remarkably able to achieve nearly 93% correct classification on the 

test set, we show training approaches that achieve nearly 98% correct classification.  

2. MODERN TRAINING APPROACHES FOR DNNS 

A deep neural network, as employed here, is a signal processing algorithm that learns a nonlinear classification function 

from a large collection of labeled input data.  It is characterized as follows: First, it starts with an input layer 

corresponding to input data – here synthetic aperture radar data.  Next, it has a number of hidden layers, which perform 

feature extraction and aggregation. In a typical convolutional neural network, the hidden layers are alternating sequences 

of convolutional and pooling layers.  Finally, the network has an output layer, which acts as its classification mechanism.  

Each layer has neurons with weights that act upon the input features and pass the result to the next layer.  An effective 

network learns weights for each neuron in each layer that produce correct classification outputs for input images. 

A number of factors affect the performance of the network, most prominently the network topology (which we use here 

broadly to refer to the number and types of layers, the number of nodes in each layer, and the activation functions 

therein), and the approach used to train the network. In this work, we have elected to employ the network topology 

defined in 
12

 and focus on developing effective methods for training. With this as background, this section first reviews 

the network topology and then discusses our training approaches.  

2.1 NETWORK TOPOLOGY 

We employ an 8-layer (counting input and output) convolutional neural network, modeled after 
12

. The first layer is an 

input layer. It is followed by 6 hidden layers, which alternate convolutional and pooling functions. The final layer is the 

output layer. This subsection specifies the components of this topology. 

2.1.1 INPUT LAYER 

Input data comes from the MSTAR database
5
, which consists of radar images for 10 classes of military ground targets.  

Each class has hundreds of example chips (imagery centered around a target of interest) taken at different look angles.  

Each chip is a 128 × 128 array of complex data (both magnitude and phase). Let �(�), here a 128 × 128 image, denote 

the 	
� input. �(�) comes from one of � = 10 classes. Let �(�) be the � dimensional vector describing the true 

classification of input 	, i.e., if example 	 belongs to class 3, then �� = [0	0	1	0	0	0	0	0	0].  The standard approach used 

in automatic target recognition in SAR imagery involves using only the magnitudes of the returns
5-12

.   

2.1.2 HIDDEN LAYERS 

The hidden layers alternate between convolutional and pooling functions. The second layer takes as input the 128 × 128 

image from the input layer. It applies convolutions using 9 × 9 kernels and generates a set of 18 feature maps of size 120 × 120 as output. The third layer takes these as input and performs pooling to generate a set of 18 feature maps of 

size 20 × 20. The network continues to alternate the convolutional and pooling layers until the output layer, which 

produces a 10 × 1 output. Table 1 summarizes this structure.  

Table 1. The network structure adopted here and in 12. 

Layer Type Image Size Feature Maps Kernel Size 

Input Layer 128 x 128 1 - 

Convolutional 120 x 120 18 9 x 9 

Pooling 20 x 20  18 6 x 6 

Convolutional 16 x 16 36 5 x 5 

Pooling 4 x 4 36 4 x 4 

Convolutional 1 x 1 120 4 x 4 

Fully Connected 1 120 - 

Output 1 10 - 
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Each node employs an activation function, which is a function defining the node input-output relationship. Within the 

past few years, the rectified linear units (ReLU)
13

 and close variations (e.g. leaky-ReLU
14

, and parameterized-ReLU
15

) 

have become the activation functions of choice for many deep learning applications.  Unlike the sigmoid and hyperbolic 

tangent functions, the ReLU activation function does not suffer from vanishing gradients, allowing learning to remain 

effective, even in deeply stacked layers.  Here we have employed ReLU, modeled by the max function.  

2.1.3 OBJECTIVE FUNCTION 

Finally, the network has an objective function (also known as a “loss function”) which defines the error between the 

correct set of outputs (here, classifications) and the network output with the current set of weights.  Let � denote the set 

of weights learned by the network. The network output corresponding to input example 	 is a function of the input and 

the weights and will be denoted �(�)(�(�), �). � will be an �-dimensional vector with the same meaning as the truth �(�). 
With that as background, the cross-entropy error function � defines how well the network outputs match the truth labels. 

Let � be the number of examples. Then the error is given by 

�(�, �) = 1� � � 	��(�)		log	��(�)��(�), � !"#
�$%

&"#
�$%

. (1) 

This objective function is what the training process is ultimately attempting to minimize (without overfitting).   

We use thus cross-entropy error function in conjunction with a softmax output layer.  Softmax has become a recent 

standard in the field of deep learning for classification applications.  The softmax layer produces an output probability 

for each class, where all outputs sum to unity.  Here, the output from the previous layer �′ of size ) is passed through the 

softmax function to yield the output � for the *
� class as  

�� = +,-./� +,0.
1"#
2$%

.	 (2) 

2.2 NETWORK TRAINING 

We now describe our approach to training the network.  As mentioned earlier, here the objective of the training 

procedure is to use a set of labeled examples to deduce a set of weights that provide the correct classification for future 

unknown input images.  This optimization is performed by combining an overall network objective (loss) function with 

an iterative gradient descent algorithm. We employ the widely-used backpropagation algorithm as the means of 

computing the gradient of the loss function with respect to the weights.  An important fact is that the objective function 

contains many local minima and the minimization is also susceptible to overfitting.  Therefore, it is crucial to design a 

training approach which addresses both of these characteristics. 

2.2.1 WEIGHT INITIALIZATION 

The first step is weight initialization, which is the process of selecting an initial set of weights � for the first iteration of 

training.  We select the initial weights from a uniform random distribution. The bounds of this distribution incorporate 

both the number of neurons in the layer that acts as input (known as 345	*5) and outgoing neuron information (known as 345	678, which is the equivalent to the 345	*5 of the next convolution layer) as described in
16

.  That is, initial 

connection weights are uniformly distributed between 

9−; 6345	*5 + 345	678 	 , ; 6345	*5 + 345	678		>	 (3) 

2.2.2 POOLING 

Next, the alternating pooling levels employ a procedure which takes input values and constructs a pooled or reduced 

output. In recent years, the approach called “max” pooling
17

 has proven to be more effective at preserving relevant 

information during the pooling process than the previously popular average pooling (or “mean pooling”)
17

.  Max pooling 
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divides the image into multiple areas based on the size of the provided kernel (sometimes referred to as the “pooling 

area”) and only propagates forward the most prominent value in each area. 

Stochastic Pooling
18

 is a new regularization method for CNN training aimed at preventing overfitting.  It has shown to 

provide superior performance in image processing applications
18

.  The key idea is to replace the standard deterministic 

pooling (Max Pooling or Average Pooling) after each convolution layer with a stochastic approach which selects the 

activation from a distribution corresponding to the activations in the pooling region. The probability for pixel *, ?� , in 

region @ is denoted  

?� = 	4�/� 422∈B ,	 (4) 

where 4� denotes a specific activation.  The sampled activation of the 	
� pooling region C�, is then a function of the 

probabilities and activations in the region, given by 

C� = 4D 		Eℎ+G+		H	~	J�?# , … , ?|B| .	 (5) 

2.2.3 WEIGHT OPTIMIZATION 

Given these approaches, stochastic gradient descent
19 

 (SGD) is our general approach for optimizing weight vectors.  We 

report here on the performance of several variants of SGD.  Our main contribution is to investigate three modifications 

to conventional SGD that improve the training speed, prevent the network from becoming trapped in local minima, and 

automate the process of selecting hyper parameters for these optimizations.  The techniques we describe here are SGD 

with momentum and weight decay
20

, AdaGrad
21

 and AdaDelta
22

. 

Each of these techniques is used in conjunction with a stochastic mini-batches
23-25

.  In this mini-batch, a large training 

set of � examples is broken into M “batches” of N elements (where NM = �).  The examples in each batch are sampled 

without replacement from the initial dataset.  This approach has a number of benefits, including accelerating the 

process
25

, allowing parallelization
23

, and preventing overfitting by allowing the optimization to exit shallow minima. 

We first review conventional SGD and then describe modifications for advanced optimization of the effective learning 

rate.  In conventional SGD, the only hyper parameter is a global learning rate, O.  The change in a network weight is 

determined only by the product of the learning rate and the weight error gradient, given as 

��P# = �� − O Q�Q� 	 (6) 

With that as background, SGD with momentum and weight decay adds a history of the last update made (momentum) 

and a small rate for slowly depleting inactive weights (known as weight decay).  The change in weight at iteration * + 1, R�P#, is given by 

R�P# = −SR� − TO�� − O Q�Q� 	 (7) 

Where S specifies the momentum and T is the weight decay constant.  The weight decay term is purposely scaled with 

the learning rate, as the learning rate is adjusted several times throughout training; the weight decay term needs to 

remain small relative to the learning term.  The weight update is then  ��P# = �� + R�P#	 (8) 

Most time learning is spent winding through narrow ravines.  Momentum can help push learning along the direction of 

the ravine, helping avoid what would otherwise be near-indefinite rocking back and forth between ravine walls.  

Momentum also helps propel past local minima.  Weight decay can minimize less useful weights; taking these weights 

out of the prediction equation can improve generalization.  

Two of the main difficulties in efficiently implementing this approach are the selection of the learning rate parameters 

and the need to manually update the global learning rate.  For that purpose, we have employed the AdaGrad and 

AdaDelta techniques, which aim to handle these selections automatically.  

In AdaGrad, each weight gets an individualized effective learning rate. The effective learning rates start high and 

eventually decay to 0.  Let U� capture the squared gradient history at iteration * of a particular weight, i.e.,  
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U�P# = U� + VQ�Q�W
X,	 (9) 

then the AdaGrad weight update is 

��P# = �� − O3 + YU�P#	 Q�Q�,	 (10) 

where 3 is a constant small value meant to prevent the effective learning rate from being infinite at the start of training. 

The AdaDelta algorithm incorporates the features of SGD with momentum with AdaGrad.  Let  

R�P# = 	 Z−Y�� 	 + 	O	YU�P#	 + 	O[ Q�Q�	 (11) 

where ��P# is an approximation to Hessian, given by 

��P# = S�� + (1 − S)R�P#X 	 (12) 

and U�P# is the approximation to the squared gradient, given by 

U�P# = SU� + (1 − S)	VQ�Q�W
X.	 (13) 

Then the weight update is given by ��P# = �� + R�P#.	 (14) 

The following section shows the performance of each of these approaches. 

3. EXPERIMENTAL RESULTS 

This section describes our experimental results using the 10-class MSTAR database
5
. The database consists of complex, 128 × 128 pixel SAR chips with vehicles centered. The database is segregated into training and testing sets. The 

training set has between 195 and 587 examples of each class, totaling 3671 examples.  The testing set has 3203 examples 

with similar properties.  The training set is collected at 17∘ elevation and the test set is collected at 15∘ elevation.  

Here we describe a set of experiments based on detected SAR imagery.  Input data was preprocessed by taking the 

magnitudes of each pixel to create imagery superficially similar to standard optical imagery as illustrated in Figure 1. In 

addition, all pixel magnitudes are normalized between the range of [-0.5, 0.5].   

 
Figure 1.  The absolute value (detected) imagery for one element in each of ten MSTAR classes. 

We now describe the classification performance on the sequestered test set using each of the approaches of Section 2. As 

discussed there, training is an iterative process. We refer to each iteration, wherein each element of the training dataset is 

considered, as an epoch. Each epoch includes a number of batches, which are random subsets of the training data of a 

predefined batch size.  The network is trained for a number of epochs using the training set (only).  The trained network 

is then applied to the sequestered testing set to determine a correct classification rate.  For each algorithm, we report the 

parameter choices, the final classification performance on the sequestered test set, a plot of performance versus training 

epoch, a confusion matrix which describes the relationship between the true and predicted classes, and the training loss.   
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3.1 SGD WITH MOMENTUM AND WEIGHT DECAY 

We employed SGD with momentum and weight decay as described by equations (7) and (8).  We selected a batch size 

of 49, so there are 75 batches per epoch to include all 3671 training examples. Some training examples were repeated so 

the training set is an integer multiple of the batch size.  The global learning rate was initialized with learning parameter O = 0.05, and scaled by 0.5 at the manually selected batch numbers 1352, 1877, 2252, 2552, 2927	and	3152, which 

is where the learning was found to plateau. The momentum was set at S = 0.9 and scaled by 1.05 at the same batches. 

The weight decay parameter was selected as  T = .0005.  

The network was trained for 100 epochs, and we find the performance and instantaneous loss stabilize after about 50 

epochs, as Figure 2 illustrates. The left panel shows the correct classification rate of the classifier as a function of 

training epoch.  The right panel gives the instantaneous loss (i.e., the value of the objective function for a particular 

batch) as a function of the training epoch.  Since the network is trained using batches much smaller than the entire 

dataset, the instantaneous loss, calculated for each batch inherently has a large variance. The epochs where the learning 

rate was (manually) adjusted are highlighted with dashed lines. 

This performance figure was constructed by recording the weights after each epoch (pass through the entire training set) 

and using those weights to compute performance on the sequestered testing set. Training set performance was also noted.  

Notice that due to the batching and stochastic gradient,  network weights continue to exhibit small fluctuations even after 

many epochs. This leads to a corresponding fluctuation in testing performance. We find the classification performance 

on the sequestered test set is between 96.6% and 97.7%, the minimum and maximum performances after epoch 50.  

     

Figure 2.  Left: The classification ability versus training epoch, and Right: the instantaneous loss versus training epoch.  

Table 2 is a confusion matrix illustrating how the classifier labeled the ten classes.  We have elected to show the results 

at epoch 55, which is the lowest testing performance after epoch 50. 

Table 2. The confusion matrix corresponding to 96.6% correct classification on the 10-class MSTAR set using SGD with 

momentum and weight decay. 

A
C

T
U

A
L

 

PREDICTED 
 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU23 % CORR 

2S1 270 0 0 1 0 0 0 2 1 0 98.54 

BMP2 1 527 0 2 3 0 0 54 0 0 89.78 

BRDM2 0 3 269 0 0 0 1 1 0 0 98.18 

BTR60 0 0 1 183 1 0 1 5 0 4 93.85 

BTR70 0 0 0 3 193 0 0 0 0 0 98.47 

D7 0 0 0 0 0 272 1 0 1 0 99.27 

T62 0 0 0 0 0 2 261 7 2 1 95.6 

T72 1 3 0 0 0 0 1 576 0 1 98.97 

ZIL131 0 0 0 0 0 0 0 0 274 0 100 

ZSU23 0 0 0 0 0 5 0 0 0 269 98.18 
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3.2 ADAGRAD 

We applied the AdaGrad technique defined by equations (9)-(10) using learning rate O = .01, regularization term b = 0.1, and a 49 element batch as before.  This approach, which is not manually tuned other than choosing the learning 

rate and regularization, can be viewed as an intermediate step between the carefully tuned learning shown in Section 3.1 

and the alternative automated AdaDelta approach shown in Section 3.3. 

We find the training process is much slower and that the trained network is not as good as the manually tuned version of 

Section 3.1.  In particular, we find there are several classes that are very poorly classified.  These features are illustrated 

in Figure 3, where the asymptotic classification rate on the test set is between 89 and 92%. 

     

Figure 3. Left: The classification ability versus training epoch, and Right: the instantaneous loss versus training epoch. 

The confusion matrix corresponding to the lowest of these classification rates is shown below. 

Table 3. The confusion matrix corresponding to training with the AdaGrad method. 

A
C

T
U

A
L

 

PREDICTED 
 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU23 % CORR 

2S1 165 20 0 3 0 0 1 85 0 0 60.2 

BMP2 4 523 4 7 3 0 0 42 4 0 89.1 

BRDM2 1 10 261 0 0 1 1 0 0 0 95.2 

BTR60 0 30 0 144 6 0 0 7 0 8 73.9 

BTR70 1 36 1 7 151 0 0 0 0 0 77.0 

D7 0 1 0 0 0 269 2 0 0 2 98.2 

T62 0 0 0 0 0 1 260 8 3 1 95.2 

T72 0 8 0 2 0 0 0 570 0 2 97.9 

ZIL131 1 0 1 0 1 0 8 4 258 1 94.1 

ZSU23 0 0 0 0 0 0 0 0 0 274 100.0 
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3.3 ADADELTA 

We next illustrate the results of the AdaDelta technique, which was defined in equations (11) - (14). As described in 

Section 2, AdaDelta provides a method for performing SGD with momentum which continually and automatically 

updates the various rates that dictate the learning.  As such, it removes the manual intervention from the training process 

described in Section 3.1.  

We find that the AdaDelta algorithm gives performance as good or better than the hand-tuned approach. Furthermore, 

we also find that this learner is significantly more robust to parameter selection.  

We employed an AdaDelta learning rate of O = 1+ − 6 and momentum constant of S = .99. As alluded to above, we 

find results similar to that described here when we selected the parameters O = 1+ − 7 and S = .9.  The batch size 

remained at 49 as in the other experiments.  The network was trained for 100 epochs and found to stabilize after about 50 

epochs. It achieved an accuracy on the testing set of between 97.5% and 98.5%. The confusion matrix for the lower of 

these two is given in Table 4. 

Table 4. The confusion matrix corresponding to training with the AdaDelta method. 

A
C

T
U

A
L

 

PREDICTED 
 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU23 % CORR 

2S1 266 2 0 2 1 0 0 3 0 0 97.08 

BMP2 1 547 0 4 5 0 0 30 0 0 93.19 

BRDM2 0 0 271 0 0 0 0 0 3 0 98.91 

BTR60 0 0 3 177 7 0 0 4 0 4 90.77 

BTR70 0 0 0 2 193 0 0 1 0 0 98.47 

D7 0 0 0 0 0 273 0 0 1 0 99.64 

T62 1 0 0 0 0 2 268 2 0 0 98.17 

T72 1 0 0 0 0 0 0 581 0 0 99.83 

ZIL131 1 0 0 0 0 1 0 0 272 0 99.27 

ZSU23 0 0 0 0 0 3 0 0 0 271 98.91 

 

Figure 4 again further illuminates the network training procedure by showing both the classification performance as a 

function of training epoch and the instantaneous loss.  Note that the scale on the instantaneous loss is set two orders of 

magnitude lower than those of Figure 2 and Figure 3, indicating the optimization has found a minimum significantly 

lower than those found with the other optimization approaches.  

    
Figure 4. Left: The classification ability versus training epoch, and Right: the instantaneous loss versus training epoch. 
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4. CONCLUSION 

This paper has described modern training approaches for deep neural networks applied to the SAR ATR problem. We 

have illustrated that with a combination of good initialization and effective stochastic gradient decent modifications, we 

can achieve nearly 98% correct classification on the MSTAR test set using only the training set for learning.  

Exploitation of complex features is an additional rich area for research, as the phase information has shown to be quite 

informative in other applications. Additional future work includes developing mechanisms for reporting confidence on 

classification calls and automatically detecting test chips that are not present the training database. 
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