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ABSTRACT

This thesis presents a tool for efficient query and analysis of MPEG encoded video. The

image sequences for the video are obtained via a vehicle-mounted forward-looking camera. The

tool accepts queries that signify both temporal and geometric events as the vehicle traverses

common roadways, such as “identify portions of the video where the vehicle is making a lane

change maneuver,” or  “identify portions of the video where the vehicle is going around a tight

curve,” etc. Both query and analysis are done directly in the encoded domain.

The tool deals with the encoded video stream much like a standard MPEG decoder:

§ For inter-coded (I) frames of the MPEG video stream, the shape of the lane/pavement

markers present in those frames is estimated by a comprehensive search procedure. This lane

shape estimation is accomplished in a Bayesian setting using a set of DCT-based lane edge

features, a global shape model for lane edges, and a coarse-to-fine optimization algorithm.

§ The estimation of lane shape in P-frames is somewhat different. Using the motion of

macroblocks between frames, and the estimate of lane shape in the previous I- or P-frame,

the tool quickly identifies the position and geometry of the lane/pavement markers in the new

P-frame. This involves a non-linear least squares fit, followed by a local search in the lane

shape parameter space. The lane shape estimation procedure for B-frames is very similar to

that for P-frames.

§ Finally, the lane’s geometry in each frame and as it evolves over time is analyzed in order to

establish a connection between its signature and the one mandated by the query.

Several experimental results are presented to illustrate the efficacy of the tool.
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CHAPTER 1 – INTRODUCTION

1.1 BACKGROUND

The enormous amount of image and video data that typifies many modern multimedia

applications mandates the use of encoding techniques for efficient storage and transmission. The

video encoding (compression) standard of choice in many new personal computers, video games,

digital video recorders/players/disks, digital television, etc. is the one adopted by the Motion

Pictures Experts Group (MPEG)–see [1][2], Appendix A for a brief description of the Joint

Photographic Experts Group (JPEG) standard, and Appendix B for the MPEG standard.  Since

this standard is being so widely accepted, it is important to develop tools that will enable MPEG

encoded videos to be easily manipulated. These include tools that directly manipulate MPEG

encoded video to achieve commonly desired functions such as overlap, translation, scaling,

linear filtering, rotation, pixel multiplication, etc.–see [3].

While such tools are very useful for certain types of popular video editing tasks, they are

not so relevant for other important functions such as feature extraction, query, and browsing.

Many techniques do exist for feature extraction, query and browsing of spatial domain video–see

[4-6] for several different examples. However, they all involve the expensive and inefficient

operation of decoding MPEG encoded videos before they can be applied.

This thesis presents a tool for shape-based feature extraction, query, and browsing of

MPEG encoded video sequences without the need for any expensive/inefficient decoding.

Specifically, the video sequences in question consist of common roadway scenes, as imaged by a

forward-looking vehicle-mounted camera.  The objective is to develop a tool for retrieving

portions of the video using geometric frame-based queries such as “find portions of the video

where the lanes are narrow” or “find portions of the video where the lanes are straight,” etc., as

well as temporal sequence-based queries such as “find portions of the video where the driver is

making a lane change” or "find portions of the video where the driver is going around a tight

curve" etc.

There are three main constituents to this thesis:

§ A method of extracting features from images in the encoded domain. This entails finding

frequency domain signatures that correspond to the spatial domain features of interest, such

as lane and pavement edges.
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§ A way of matching geometric-event queries that describe the desirable shape of the lane in a

target frame to these encoded domain features.  This involves translating the query into a

constraint on the global distribution of the lane features, and computing a goodness-of-fit

between the constrained global lane feature distribution and the target image.

§ A procedure to track lane features through MPEG encoded video sequences, and interpret

their evolvement in the context of retrieving portions of the video that match temporal-event

queries of interest.  This involves the establishment of a correlation between the query in

question and the corresponding plots of the lane's geometry over time.

1.2 REVIEW OF RELATED WORK

This review is broken down in terms of the relationship of the previously published

results to each of the three main thesis constituents. First up is a review of previously published

methods for extracting features from images in the encoded (frequency) domain.  There are

many previously published papers that deal with frequency domain counterparts to spatial

domain features [7-16]. Some of these papers [7-10] deal with the problems of texture image

restoration, segmentation, and classification using frequency domain features.  While others [11-

15] use frequency domain features to extract edges and also to achieve edge-preserving image

coding/compression. References [11], [15], and [16] are the most relevant to this work.

Especially, reference [16] deals with a problem similar to one of the components of this thesis:

Curve extraction using a multi-dimensional Fourier transform. Curves are represented in a

piecewise linear fashion and linked together via a quad tree. At any given node, the image’s

intensity profile is used to determine whether or not an edge is present at that node. This is

accomplished by using a multi-resolution Fourier transform (MFT). Large regions of the image

are first examined in the MFT domain for the presence/absence of edge-like features. If an edge-

like feature is deemed present in a certain region, then the region is further subdivided by using

the quad tree, and a similar presence/absence decision is made at the lower nodes of the tree.

This process is repeated until every pixel in the image has a classification in terms of whether or

not it lies on an edge. The MFT is convenient for detecting edge features at multi-resolutions and

has been used to detect globally relevant edges in a variety of images.  The approach presented in

this thesis has some commonality with the one in [16] in the use of frequency domain to detect
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edge-like features and the interpretation of these features’ significance in a global context.

However, the methods and models employed here are vastly different than [16].

Next is a review of previously published methods that establish a connection between

encoded/compressed images and semantic queries regarding their content.  Many methods for

querying/browsing encoded or compressed images have been proposed earlier, and they broadly

fall into two categories:

1) Those that encode images so that certain spatial domain features are easily identified even

upon encoding.

2) Those that work directly with images encoded using standard discrete cosine transform

(DCT) based compression techniques such as JPEG, MPEG, H.261, etc.

References such as [17-22] belong to the first category, and they develop procedures that enable

spatial domain features such as color, shape, texture, etc. to be easily identified directly in the

encoded domain. These methods have the appeal that the image database is created with the

queries of potential interest directly influencing the encoding process. However, they suffer from

two problems: either (a) they involve non-standard techniques, or (b) they result in compression

ratios that are not favorable in comparison to standard JPEG/MPEG. References such as

[23][24][6] belong to the second category. Like our system, they are appealing for the simple

reason that they work on images encoded using standard techniques. However, there are some

important limitations. For example, [23] uses “image keys”–a vector of encoded image-based

quantities–to match a query with other encoded images with similar keys. This indeed matches

visually similar images.  There is, however, no semantic meaning to the keys generated.

Reference [24] focuses on low-level visual features such as texture, color, and shape in the

spatial domain. By deriving encoded domain analogues of low-level spatial domain features, it

computes a similarity measure between a query image and the images in a database based on

how close their corresponding encoded domain features are. However, no global significance can

be attached to this match. Reference [6] is similar to [24], but only involves color and texture

(not shape) matching in the encoded domain.

Finally is a review of previously published methods for efficient browsing of MPEG

encoded video. Reference [26] presents a technique for extracting text-related captions from

MPEG encoded video sequences. Frames of the encoded video stream are analyzed and

segmented in order to separate the text-related regions from the rest. Reference [27] reports a
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method for determining whether or not an encoded video clip contains a human face, and if so,

their number and position within that clip. Within each frame of the encoded video stream face-

like regions are detected (if present), by examining the discrete cosine transform (DCT)

coefficients for the presence/absence of certain types of color and edge features. Reference  [28]

uses the difference between successive I-frames and features derived from the motion vectors in

P- and B-frames in order to accomplish a direct segmentation of an MPEG encoded video into its

constituent shots. The segmented video is then subsequently characterized in terms of motion

and camera work. Reference [29] proposes a simple algorithm to determine abrupt scene changes

in an MPEG encoded video sequence through analysis using motion information at the

macroblock level. Bit rate information and the number of motion predicted blocks are both used

to identify potential locations within the encoded video where the difference between successive

frames is significant.  Reference [30] finds both gradual and abrupt scene changes by analyzing

the frame-to-frame evolution of the DCT coefficients corresponding to just the spatial domain

DC average alone. A considerable amount of research has also been done in the area of video

sequence coding that allow certain spatial domain features of interest (such as color, texture,

shape, etc.) to be easily extracted directly from the encoded representation [31][32]. The

shortcoming of this strategy is that the resulting encoding techniques are specific to the problem,

hence the encoded video is not portable or exchangeable with other systems and users.

Therefore, if the video is already in MPEG compressed format, it must be decoded and re-

encoded in the new format before these systems can be used.

1.3 MAIN CONTRIBUTIONS OF THIS THESIS

As described in section 1.1, this thesis is concerned with the problem of querying or

browsing MPEG encoded video sequences of common roadway scenes. The main contributions

of this thesis are three-fold:

§ First is the identification, usage, and systematic evaluation of a set of frequency domain

features for the purposes of lane detection in the encoded domain.  The identification of these

frequency domain features is based on a novel set of DCT coefficients that capture relevant

information concerning the strength and orientation of spatial lane edges. These features are

used in combination with a deformable template shape to develop an estimate of global lane

shape.  The efficacy of this method is established, and compared to a spatial domain method.
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§ Second is the interpretation of the estimated lane shape to allow query by image content.

The lane shape estimate developed earlier allows global characteristics of the features to be

identified and categorized so that queries such as “find portions of the video containing wide

lanes” can be used to find particular instances in a database of JPEG encoded images.  This is

facilitated by a new posterior density based ratio test for assessing how well an image

answers a query.

§ Third is the interpretation of the lane feature's motion through an encoded video sequence.

This is used to both improve the feature detection process and also to answer temporal

queries such as “find portions of the video where the vehicle makes a lane change” that call

for a specific signature to be associated with the lane's evolving geometry through time.

We provide below a sample of the results obtained in this thesis–more examples and

results are presented in the main body. The first constituent of this thesis is feature extraction

from individually encoded frames of MPEG video.  This amounts to developing a technique of

feature extraction from JPEG encoded still images, as MPEG inter-coded (I-) frames are nearly

identical to JPEG encoded images (see Appendices A and B). In order to test the efficacy of this

procedure, the algorithm was applied to a widely varying set of roadway images, including

images obtained under a variety of lighting and environmental conditions, shadowing, lane

occlusion(s), solid and dashed lines, etc. Figure 1 shows the results:

  

  

Figure 1. Examples of lane finding in JPEG images.
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The second constituent of this thesis is a method for querying still images based on

geometric properties of the lane's shape.  Figure 2 contains four typical database images. This

database was processed and the results for four common queries–a search for roads with straight,

curved, wide, and narrow lanes–is given in Table 1. The scores shown in Table 1 are a measure

of the goodness-of-fit between the query and the image in question, and as one notices the scores

accurately reflect the geometric properties of the lane.

      

      

Figure 2.  Four images from the database, numbered in raster scan as image 1, 2, 3 and 4.

“Straight”
Score

“Curved”
Score

“Narrow”
Score

“Wide”
Score

Image 1 0 17.04 9.91 0
Image 2 16.85 0 11.48 0
Image 3 12.45 0 0 24.21
Image 4 0 82.82 0 40.27

Table 1. The results of  querying the images in Figure 2.
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The third and final constituent of this thesis is a motion-based feature tracking method to

perform temporal-based queries on MPEG encoded video, based on the feature extraction and

image query techniques described earlier.  Figure 3 shows a short sequence of 12 frames from an

MPEG encoded video, where the query “find portions of the video where the lanes are straight”

is used.  The sequence given consists of the vehicle traversing a road that is straight at first and

then becomes curved.  The resulting frames returned by the system are highlighted in red.

  

  

  

  

Figure 3. A 12 frame sequence where the result of the query “find the portion of the sequence
containing a straight lane” is highlighted in red.

By a proper adaptation of its constituents, the tool developed in this thesis can indeed be

made to query/browse MPEG encoded video archives that are more general than those that

contain just roadway scenes. The tool can also be made to accept queries that concern other

geometric/temporal attributes contained in those video sequences, such as those in [6][25].
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However, in its present form the tool cannot be readily adapted to handle queries such as those in

[23] and [24] that involve appearance and color, respectively.

1.4 THESIS ORGANIZATION

This rest of this thesis is organized as follows.  Section 2 presents the method of

extracting lane features in the encoded/compressed domain as well as the procedure for

determining the lane's geometry from the global distribution of these features. Section 3 shows

how the frequency-domain feature detection method described in section 2 is used to form a

system for querying and browsing JPEG encoded still image databases.  Section 4 provides the

aforementioned extension to MPEG video query, by developing a method of tracking image

features through encoded video sequences and using this tracker to answer temporal event

queries.  Finally, section 5 concludes with some relevant remarks and some possible extensions

of this work.
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CHAPTER 2 - LANE FEATURE EXTRACTION IN

THE ENCODED DOMAIN

2.1 BACKGROUND

In this chapter, we present the method of extracting lane features from individual images

in the encoded domain.  This discussion pertains to JPEG encoded still images and MPEG

frames that are inter-coded (I-frames).  The method is based on a set of frequency domain

features that capture relevant information concerning the strength and orientation of spatial lane

edges and proceeds as follows.

 As specified in the JPEG and MPEG standards [1][2], an encoded image consists of a

series of 88×  pixel blocks.  In the technique developed here, a feature vector representing the

amount of “perspective lane edge energy” is calculated directly from the DCT coefficients

(utilized by JPEG and MPEG) for each 88×  pixel block.  The block feature vectors are then

collectively used in combination with a deformable template model of the desired lane markers.

This combination is accomplished in a Bayesian setting, where the deformable template model

plays the role of a prior probability, and the feature vectors are used to compute a likelihood

probability. The lane detection problem is reduced to finding the global maximum of a four-

dimensional posterior probability density function, and this is done using a computationally

efficient coarse-to-fine search strategy.

The rest of this chapter is organized as follows.  The method of lane detection in JPEG

encoded images is broken into three subsections.  The method of determining the frequency

domain signature of lane edge features is developed in section 2.2.  The deformable template

shape model which is used as a global constraint on the distribution of lane edge features is give

in section 2.3.  Section 2.4 encompasses the Bayesian combination of the shape model and the

frequency domain features. The experimental results are given in the two subsections

immediately following the details of the method.  Section 2.5 includes a small database of

images and the resulting lane shape estimates found for those images.  Section 2.6 presents a

comparison between this frequency domain method of lane detection and a spatial domain

method, as well as a review of previously published vision-based lane detection algorithms.
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2.2 FREQUENCY DOMAIN FEATURES OF LANE EDGES

Much work has been done on the manipulation of DCT coefficients to create desired

effects in the spatial domain.  See, for example, references [33], [34], and [35] for algorithms

that perform geometric transforms including rotating, flipping, and shearing in the spatial domain

by directly manipulating the DCT coefficients.  These techniques are typically based on the

mathematical properties of the DCT that allow simple coefficient manipulation to produce

different spatial domain effects.  Other procedures include image enhancement and downscaling

as described in [36].

There have also been several attempts at image analysis and low-level feature extraction

through investigation of the DCT coefficient distributions.  Specifically, reference [37] presents a

method of identification of edges based on an inspection of DCT coefficients.  Edges are

coarsely identified by comparing the magnitudes and signs of some of the transform coefficients.

Furthermore, some techniques for determining the strength and orientation of such coarsely

determined edges are also presented. Reference [15] performs a classification of DCT blocks

based on three directional activity indices calculated directly from the transform coefficients.

These directional activity indices are determined by summing the energies of DCT coefficients

in certain positions in the frequency domain.  The indices allow determination of edge

magnitudes roughly corresponding to horizontal, vertical and diagonal directions in the spatial

domain image. In [15], this analysis was used strictly for augmenting JPEG, as different

quantization tables can be used for blocks of differing orientations.  The same technique has also

been used for verification of detected features in a face detection systems–see [27].

Lane edges are the objects of interest in this work. Recall that we are looking for features

that discriminate between lane markings and extraneous (non-lane) edges. An examination of

roadway scenes obtained from a forward-looking vehicle-mounted camera easily reveals that

lane markers tend to have “diagonally dominant” orientations in the image plane due to the

perspective transformation inherent in the ground plane imaging process, whereas the extraneous

edges have no such preferred orientations (see Figure 4 for examples). We have found the

frequency domain to be a convenient vehicle to discriminate between edges that are diagonally

dominant and those that are randomly oriented. Details follow.
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Figure 4. Examples of several roadway scenes to illustrate the fact that lane and pavement edges
are oriented diagonally in the image plane

Under the JPEG and MPEG standards for image coding [1][2], a given image is first

divided into 88×  blocks of pixels. Each of the 88×  pixel blocks are then orthogonally

decomposed in terms of a set of 64 discrete cosine transform (DCT) bases. Each of these bases,

as seen in Figure 5, correspond to spatial domain edges of a certain spatial frequency and

orientation. Out of these 64 bases, it has been found that “diagonally dominant” edges are best

represented by a set of 12. The matrix in Figure 5 indicates which 12 bases out of the 64 they are.

Figure 6 shows several examples of the “value” of these 12 bases from the standpoint of lane

detection. For each of the original images in Figure 6, the corresponding feature images are

obtained by just summing the squares of its 12 special DCT decompositions. Note, in each case,

despite the original image having features/edges of various strengths and orientations, the

corresponding DCT feature images contain only information about diagonally dominant edges.

            

0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0
0 1 1 1 0 0 0 0
0 0 1 1 1 0 0 0
0 0 0 1 1 1 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

Figure 5. Left: The DCT bases. Right: The matrix that represents which 12 of the 64 bases
capture diagonally dominant edges.
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Note that the frequency domain features adopted here are similar to the ones presented in

[15][27]. In [15], these frequency features were used for code book optimization. Whereas in

[27], the objective was to detect faces using these frequency domain features.

Original Image DCT Feature Image

     

     

     

Figure 6. DCT features of typical roadway scenery.
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2.3 DEFORMABLE TEMPLATE SHAPE MODEL

As mentioned earlier, the method for lane detection in JPEG encoded images uses a

global shape model to predict the manner in which lane markers appear in the image plane. As

commonly done [38], we assume that lane markers are circular arcs on a flat ground plane. For

small-to-moderate curvatures, a circular arc with curvature k can be closely approximated by a

parabola of the form:

bymykx ++=   
2

1 2    (1)

The derivation of the class of corresponding curves in the image plane is given for the

case of an untilted camera, but it can be shown that the same family of curves results when the

camera is tilted. Assuming perspective projection, a pixel (r, c) in the image plane projects onto

the point (x, y) on the ground plane according to the equations:

yccx
f
  = (2)

and

f
rr

H
y

 
= (3)

where H is the camera height, rf is the height of a pixel on the focal plane divided by the focal

length, and cf is the width of a pixel on the focal plane divided by the focal length. Substituting

eqs. (2) and (3) into eq. (1) and performing some simple algebraic manipulation results in the

image plane curve:
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(4)

or, combining the ground plane and camera calibration parameters together,

pvrb
r

k
c +′+

′
=  (5)

In the case of a tilted camera, the same family of curves results if the image coordinate

system is defined so that row 0 is the horizon row. For left and right lane edges defined by

concentric arcs, the approximation is made that the arcs have equal curvature and equal

tangential orientation where they intersect the X axis, so k′  and vp will be equal for the left and

right lane edges.  While the radius of curvature and tangent orientation of the left and right lane
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edges will differ slightly, constraining the left and right lane edges to have the same k′  and vp

parameters closely approximates the actual lane edge shapes for all but very small radii of

curvature.  As a result, the lane shape in an image can be defined by the four parameters

vp  ,b' ,b' ,k'  RIGHTLEFT and  . In summary, the k′  parameter is linearly proportional to the curvature

of the arc on the ground plane.  The vp parameter is a function of the tangential orientation of the

arc on the ground plane, with some coupling to the arc curvature as well (depending on the

amount of camera tilt).  The b'LEFT and b'RIGHT parameters are functions of the offset of the arc from

the camera on the ground plane, with couplings to arc curvature and tangential orientation (again,

the relative contributions of these couplings depend on the camera tilt) [45].

In the next section, this deformable template shape model is used in conjunction with the

DCT-based lane features described in section 2.2 to estimate the exact geometric shape of the

lane markers.

2.4 BAYESIAN LANE DETECTION

Real world lanes are never too narrow, wide or curved. Accordingly, a prior probability

density function (pdf) is constructed over the lane shape parameters vp  ,b' ,b' ,k'  RIGHTLEFT and  :

},
x

'k
{1 -3]}-[atan  - -1]-[atan { )P(

2







β−×αα∝ LEFTRIGHTLEFTRIGHTRIGHTLEFT b'b'b'b'vp,b',b',k'           (6)

where 01.0 ,10 =β=α  and 600=χ  values are chosen to reflect that a priori knowledge.

It is also assumed that given the values of vp  ,b' ,b' ,k'  RIGHTLEFT and  , the probability of the

JPEG encoded image having a certain set of DCT feature values (the ones described in section

2.2) is given by the likelihood pdf:1

( )∑ ∑
∈

∝
i,j  Ck,l i,j

RIGHTLEFT k,l)dct_coeff(,vp),b' | k',b'ure valuesP(DCT feat 2  ,              (7)

where the sum over (i,j) covers those 88×  pixel blocks through which the left and right lanes (as

dictated by vp  ,b' ,b' ,k'  RIGHTLEFT and  ) pass, Ci,j denotes the set of 12 DCT bases that capture

diagonally dominant edge features (see section 2.2 for details), and dct_coeff(k,l) denote the

(k,l)th DCT coefficient of the (i,j)th block of 88×  pixels. This likelihood pdf encodes the

                                                       
1 Ideally, the likelihood pdf should also contain a normalizing factor that depends on the lane shape parameters.
However, calculating this factor is very difficult, as it involves an integration of the RHS of eq. (7) over all the DCT
feature values. Omission of such a factor is ubiquitous to Bayesian methods in image analysis.
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knowledge that the true lane markers lie along portions of the image that uniformly have a high

amount of perspective (diagonally dominant) edge energy.

These two pdfs are combined using Bayes’ rule, and the lane detection problem is

reduced to one of finding the global maximum of a posterior pdf (i.e., the MAP estimate):

)| vp b' ,b' ,k' ,RIGHTLEFT

RIGHTLEFT vp ,b' ,b' ,k'
 valuesfeature DCTP(argmax            

vp) b' ,b' ,k'  vp) b ,b' ,k' ,, RIGHTLEFTRIGHT'LEFT

RIGHTLEFT vp ,b' ,b' ,k'
 |  valuesfeature P(DCTP(argmax ×=

2
2

' )()

 - (

(1                                          

3)-)-( (atan 1)-)-( (atan argmax 

∑ ∑
∈

×




−×

=

i,j  Ck,l 

k
vp ,b' ,b' ,k'

i,j

LEFT RIGHTLEFTRIGHT

RIGHTLEFT

k,l)dct_coeff(

b'b'b'b' 

χ
β

αα

                         (8)

The MAP estimate is found by a coarse-to-fine search over the four-dimensional

parameter space of vp  ,b' ,b' ,k'  RIGHTLEFT and  .  First, the parameter space is searched very coarsely,

resulting in a quick maximization of eq. (8).  The result of this coarse search is then used as the

center of another, finer search.  This second search encompasses a much smaller area (half in

each dimension) of the parameter space in comparison to the first one, but the area is searched

more finely.  This process is repeated for a third and final time. The maximum value of this last

search is then used as the MAP estimate of the lane shape contained in that target image.

We have found that this coarse-to-fine approach results in superior performance in

comparison to that of several other algorithms that were attempted for obtaining the MAP

estimate, including conjugate gradient, downhill simplex, and the Metropolis algorithm. In fact,

if the number of objective function evaluations in eq. (8) is fixed, then this coarse-to-fine

strategy even outperforms the customary exhaustive search over the whole parameter space

sampled/divided accordingly.

2.5 EXPERIMENTAL RESULTS

The lane extraction procedure described in the previous sections was applied to a varied

set of images. The images include those that were obtained under a variety of lighting and

environmental conditions, shadowing, lane occlusion(s), solid and dashed lines, etc.
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Figure 7. Example results of processing a varied set of images

2.6 COMPARISON TO PREVIOUSLY PROPOSED LANE DETECTION SYSTEMS

Given the results shown in the proceeding sections, it is natural to make the assertion that

the frequency domain based lane detection method developed in this thesis may be useful just by

itself.  To this end, a survey of standard (spatial domain) lane detection techniques is warranted,

and a comparison to such traditional spatial domain techniques is necessary.

Lane detection, the process of locating lanes in an image with no prior estimate to aid the

search, is an important enabling or enhancing technology in a number of intelligent vehicle

applications, including lane excursion detection and warning, intelligent cruise control, lateral

control, and ultimately autonomous driving.  Studies such as [40-42] contain a detailed

discussion of these applications and their overall impact on the economy, environment, and

driver safety.

The first generation of lane detection systems were all edge-based. They relied on

thresholding the image intensity to detect potential lane edges, followed by a perceptual grouping
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of the edge points to detect the lane markers of interest. Also, often times the lanes to be detected

were assumed to be straight. See [43-45] and the references therein. The problem with

thresholding the intensity is that, in many road scenes, it isn’t possible to select a threshold which

eliminates the detection of noise edges without also eliminating the detection of true lane edge

points. Therefore, these first generation lane detection systems suffered when the images

contained extraneous edges due to vehicles, on-off ramps, puddles, cracks, shadows, oil stains,

and other imperfections in the road surface.  The same deficiency also applied when the lanes

were of low contrast, broken, occluded, or totally absent.2

The second generation of systems sought to overcome this problem by directly working

with the image intensity array, as opposed to separately detected edge points, and using a global

model of lane shape. For example, ARCADE [45] uses global road shape constraints derived

from an explicit model of how the features defining a road appear in the image plane. A simple

one-dimensional edge detection is followed by a least median squares technique for determining

the curvature and orientation of the road. Individual lane markers are then directly determined by

a segmentation of the row-averaged image intensity values. ARCADE, unlike its predecessors,

does not require any perceptual grouping of the extracted edge points into individual lane edges.

The RALPH system [46] is another example of a second generation lane detection system. Like

ARCADE, it too uses global road shape constraints. The crux of RALPH is a matching technique

that adaptively adjusts and aligns a template to the averaged scanline intensity profile in order to

determine the lane’s curvature and lateral offsets. The LOIS lane detector [47], yet another

example of a second generation lane detection system, uses template matching as well. However,

unlike RALPH, LOIS’ match is over the entire image and not just an averaged scan line. At the

heart of LOIS is a likelihood function that encodes the knowledge that the edges of the lane

should be near intensity gradients whose orientation are perpendicular to the lane edge. This

allows strong magnitude gradients to be discounted if they are improperly oriented and weak

magnitude gradients to be boosted if they are properly oriented. There are several other such

second generation systems; the reader is referred to [48] for a description of those. Many of these

have been subject to several hours of testing, which involved the processing of extremely large

and varied data sets, and it suffices to say that the second generation lane detection systems

perform significantly better in comparison to the first generation ones.

                                                       
2 As would be the case when the road has no lane markers, but only pavement edges.
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However, not all of the problems associated with the first generation systems have been

overcome. In particular, a number of second generation lane detection systems still have a

tendency to be “distracted” or “pulled” away from the true lane markers by the presence of

strong and structured edges such as those created by a vehicle outline.3 In portions of the image

whose distance from the camera is large, vehicle outlines have a much higher contrast compared

to the true lane markers. In such cases, hypotheses that include the vehicle outline as part of the

template are more (or at least equally) favored than those that do not include them. This

“distraction problem” is illustrated in Figure 8, which shows example images where the LOIS

lane detection algorithm determines the best hypothesis to be the one that includes the vehicle

outline as part of the template. The net result is that although second generation lane detection

systems provide a fairly accurate estimate of the vehicle’s offset and perhaps even orientation,

relative to the true lane markers, their curvature estimates are not reliable.

  

Figure 8. Examples of the true lane shape hypothesis having a likelihood value less than a
hypothesis that includes a vehicle.

One way to overcome this problem, as [49][50] point out, is to provide information about

obstacles ahead of the vehicle to the lane sensing system to avoid corrupting the gradient field

data used to estimate the lane shape parameters. Another way to overcome this problem is to find

image features that include the same amount of information about the true lane markers as the

image intensity gradient field, but are not as sensitive to extraneous edges. It is believed that the

frequency domain based system developed here to estimate lane shape in JPEG compressed

images provides features that are less sensitive to extraneous edges than many spatial domain

systems–see Figure 9.

                                                       
3 A qualification of this observation/claim is due. The lane detection algorithms get pulled away only when the
distracting edges are outside of the current lane. When a vehicle is present in the current lane, especially if the
vehicle is far away in range and the lane is straight, the vehicle outline helps reinforce the correct lane hypothesis –
see [38][47].
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Figure 9.  Left: A typical road image. Middle: The image’s gradient field. Right: The image’s
new feature vector field.

Therefore, it is proposed that this frequency domain method be used in lieu of the

methods developed earlier for detection of lanes in spatial domain images.  To determine the

feasibility of using such a frequency domain based technique instead of the traditional spatial

domain based techniques, a systematic comparison between the algorithm presented here and the

spatial domain feature based LOIS lane detection algorithm [47] was undertaken. This

comparison was made from three standpoints: experimental, computational, and methodological.

The experimental comparison seems to indicate that the frequency domain based method

has some advantages over LOIS. Especially, our frequency domain method does not seem to be

distracted by strong non-lane edges in far range.  While this is a desirable characteristic more

often than not (see the first 5 rows of images in Figure 10), sometimes it prevents our method

from detecting lanes with sharp curvature correctly (see the last 2 rows of images in Figure 10).
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Figure 10. Experimental comparison between our method and LOIS.  For each row, the results
of our method are on top and the LOIS results are on the bottom of the middle and right columns

A computational comparison of the lane detection method presented in this thesis and the

LOIS lane detection algorithm follows. Given a hypothesized lane shape over a 480640 ×

image, the number of operations involved in the computation of the our objective function and

LOIS’ are tabulated in Table 2:

Type of Operation # Operations for our method # Operations for LOIS
Addition 600 112,000

Multiplication 240 133,000
Division 360 2,400

Math Library Call 0 800
Table Look-Up 0 66,000

Table 2. Comparison of the number of operations for our objective function and LOIS’.

Both our method and the LOIS lane detection algorithm incur a computational overhead

every time a new image is processed. For our method this overhead is the DCT computation4,

whereas for LOIS the overhead is the gradient field computation. Table 3 provides a comparison

of the number of operations involved in computing each of the overheads.

Type of Operation
Number of Operations

for our method
Number of Operations

for LOIS
Addition 4,900,000 5,300,000

Multiplication 4,900,000 614,000
Math Library Call 0 614,000

Table 3.  Comparison of the number of operations for overhead between the two methods.

                                                       
4 It is assumed that if this method were to be used in lieu of spatial domain techniques, then the images in question
would not be encoded.  Therefore, we must count the encoding process as overhead.
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The size of the images in Figure 10 were all 480640 × .  One drawback of the frequency

domain lane detection method presented in this thesis is that by using the DCT of pixel blocks,

the image size is effectively reduced by a factor of 8 in each dimension.  Therefore, unlike the

LOIS lane detection algorithm, our method cannot handle very small images.  Our method seems

to work well on both 480640 ×  and 240320 ×  images, and even on 120160 ×  images the

performance is still acceptable.  However, any further reduction in image size causes problems

for our method.  Contrast this with LOIS, that was shown to perform acceptably even on 3230 ×

images.  While this may be a problem when processing existing databases of small images, the

primary motivation for processing small images using LOIS is the corresponding processing

speed-up it offers.  In the following paragraphs, it will be shown that our frequency domain lane

detection method provides this speed-up without the need for sub-sampling.

In order to determine the optimal lane locations, both our frequency domain method and

the LOIS lane detection algorithm searched over (the same) approximately 400,000 possible lane

shapes, comprised of 9 different curvature values, 50 different orientations, and 30 different

locations each for the left and right lanes. On a Pentium-266MHz 96MB-RAM Desktop-PC, for

each image, our method took approximately 30 seconds to search over the 400,000 possible lane

shapes.  In comparison LOIS took approximately 2 hours for the same task.  In other words, our

method would take the same amount of time to find lanes in a 120160 ×  image as LOIS would in

a 3230 ×  image.

Finally, our algorithm and the LOIS lane detection algorithm were compared from a

methodological standpoint. An assessment was made as to which of them is inherently more

reliable for lane detection. Shown in Figure 11 are a set of graphs that represent the cross-

sections of the objective functions for our method and LOIS, along vp b' ,b' ,k' ,
 RIGHTLEFT

and  axes5:

                                                       
5 Both objective functions were evaluated over the same image and the cross-sections were taken about the
respective global maxima.
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Figure 11. The cross-sections w.r.t. vp b' ,b' ,k' ,
 RIGHTLEFT

and . Top – for our objective function.

Bottom – for the LOIS objective function.

The graphs in the top row of Figure 11 are more uniformly peaked with respect to the floor for

all four parameters vp b' ,b' ,k' ,
 RIGHTLEFT

and  than the ones in the bottom row. Hence, between our

method and LOIS, our method is expected to discriminate better between the globally “correct”

and “incorrect” hypotheses. This was verified by a comparison of the ratio between the global

maxima and the average value of the objective function for our method and that of LOIS.  For

our method, this ratio was found to average around 15, whereas for LOIS, the ratio was around

2.5.

2.7 SUMMARY AND CONCLUSIONS

This section has introduced a frequency domain method for detecting lane markers in

encoded images acquired from a forward-looking vehicle-mounted camera. The method was

based on a set of frequency domain features derived directly from the DCT coefficients, so

minimal decoding was necessary.  In fact, it was even shown that this method of lane detection

may be a viable alternative to spatial domain techniques of lane extraction, such as LOIS.  In the

next section, we will show how the estimate of lane geometry developed in this section allows us

to perform query and browsing on JPEG encoded image databases.
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CHAPTER 3 – MATCHING SEMANTIC QUERIES TO FEATURES

EXTRACTED FROM JPEG ENCODED IMAGES

3.1 BACKGROUND

In this chapter, we present the results of a query-based search on a database of JPEG

encoded images using the lane feature extraction technique discussed in chapter 2.6  For this

experiment, a database of forty-eight test images were collected.  These images were obtained

from a forward-looking vehicle-mounted camera, and were taken in widely varying

environmental, lighting, and roadway conditions – including night time, snow covering, dashed

and missing lanes, high glare and heavy shadowing. Each of the forty-eight images were encoded

using the standard JPEG algorithm, as described in [2]. The original (decoded) images in this

database are shown in Figure 12 for reference.

Our method of encoded image query overcomes many of the deficiencies of the

previously published methods mentioned earlier. It works directly with images encoded using

standard techniques, it accepts queries that have global significance in the target images, and it

provides a ranking of all those database images that “match” a given query.   A target database

image is deemed to “match” a given semantic query if the estimate of the lane shape agrees with

the shape dictated by the query. A degree of confidence is also attached to every match. The

confidence measure is computed by determining how peaked the global maximum of the

posterior probability density function (pdf) is relative to its floor-see section 2.6.

3.2 THE MATCHING METHOD

A series of example queries was generated for the database, such as “find all images with

a curved lane,” or “find all images with a narrow lane,” etc.  A typical query reflects certain

unique properties regarding the lane geometry of interest. Every such query is translated into

corresponding bounds on the values of the lane shape parameters vp  ,b' ,b' ,k'  RIGHTLEFT and  .

Given a query, the database of images is first pruned by determining whether or not the MAP

estimate (as discussed in section 2.4) of the lane geometry for the image under consideration falls

                                                       
6 Note that JPEG does not store the actual DCT coefficients, but only a quantized version of them using a standard
table. Therefore, the method of section 2 is applied to the quantized coefficients. Our frequency domain method for
lane detection seems to be insensitive to the effects of this standard JPEG quantization.
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within the corresponding parameter space bounds. For every image in the pruned database, a

confidence ratio is computed between the value of the objective function at the MAP estimate

and an estimate of the average value of the objective function everywhere else in the four-

dimensional lane shape parameter space. The images in the pruned database are then sorted

according to the magnitude of the above-mentioned ratio, in addition to how well the

corresponding lane geometry estimates match the query.
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Figure 12. The database of 48 images.

The first set of example queries was performed to find those JPEG encoded images in the

database of forty-eight that contain straight lanes.  This query is translated into finding all images

in the database characterized by 0k' = .  Figure 13 presents the top eight straight road locations,

with the lanes imposed on the image, ranked by the confidence ratio (shown below each image)

alone.
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23.05      22.07          17.94 17.85

   
16.85      14.97          14.74 12.45

Figure 13. Top 8 responses to the query “find all images with a straight lane.”

A query “find all images with a curved lane” was presented to the database next, which

was translated into searching for those images characterized by 0'≠k .  These results were sorted

by multiplying the curvature parameter 'k  and the confidence ratio. The results are presented as

Figure 14.

   

102.95      86.69         82.82 59.01

   

55.65      52.70         39.04 25.92

Figure 14. Top 8 responses to the query “find all images with a curved lane.”

Another possible query is “find all images with wide lanes.”  This query was translated

into the condition 1.9  ) b' - (b' LEFT RIGHT > , which equates to the lanes being more than 3.8 meters

wide in the ground plane.  A similar sorting method to that of curved roads was employed, and

the pruned database images are ranked according to the value of the lane width multiplied by the

value of the confidence ratio.  The results of this query are shown below as Figure 15.
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43.35      40.27         33.70 24.53

   

24.21      20.99         17.38 14.71

Figure 15. Top 8 responses to the query “find all images with a wide lane.”

This query was followed by “find all images with a narrow lane.”  The corresponding

constraint on the lane shape parameters vp  ,b' ,b' ,k'  RIGHTLEFT and   was chosen to be

1.5 ) b' - (b' LEFT RIGHT < .  In this case, the constraint corresponds to the lane being less than 3.0

meters wide in the ground plane. The pruned database images are sorted according to the value

of the confidence ratio divided by the value of the lane width ) b' - (b' LEFT RIGHT . The results of this

query are shown as Figure 16.

   

11.78      11.48          10.91 9.98

   

  9.91      8.89          7.89 7.78

Figure 16. Top 8 responses to the query “find all images with a narrow lane.”

Note that the technique for lane shape estimation from JPEG encoded images does not

seem to be affected by the amount of clutter in the image being queried.
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3.3 SUMMARY AND CONCLUSIONS

In this chapter, we have introduced a method for querying a database of JPEG encoded

images that consist of common roadway scenes.  This method proceeds as follows:

§ Using the method described in section 2, an estimate of lane shape in each image in the

database is generated.

§ Images whose estimated lane geometry agree with that dictated by the query are deemed to

match the query.

§ Finally, a confidence ratio is used to rank the various database images that match a given

semantic query.

In the next chapter, we will extend this technique to allow query, browsing, and analysis

on MPEG encoded video sequences.  Since MPEG has at its heart a JPEG-like spatial

encoding/compression algorithm, we adapt/extend the algorithm developed in this chapter to

answer temporal-event based queries such as “find portions of the video where the vehicle makes

a lane change.”
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CHAPTER 4 – FEATURE TRACKING AND TEMPORAL EVENT

QUERY/BROWSING FOR MPEG ENCODED VIDEO SEQUENCES

4.1 BACKGROUND

This chapter presents the details of the third and final constituent of the MPEG encoded

video query tool developed in this thesis. Specifically, it describes the tracking of lane features

through MPEG encoded sequences, and interprets the lane geometry's evolvement from frame-

to-frame in the context of temporal-event based queries.

As is explained in [1] and Appendix B, the MPEG standard has three different types of

frames that are used in sequence to create an encoded video.  The ‘I-’, or inter-coded frames, are

encoded/compressed spatially only, like JPEG. MPEG also uses inter-coded (P- and B-) frames

to substantially improve the compression ratio. P-frames are coded with respect to previous

frames to reduce temporal redundancy.  Similarly, B-frames are utilized to reduce temporal

redundancy.  B-frames are coded both with respect to both past frames and future frames.  The

coding in P- and B-frames is done by encoding information regarding the motion of macroblocks

in a frame (motion vectors) and the difference in DCT coefficients between motion-related

macroblocks (error vectors).  This technique is useful in efficient encoding of image sequences,

because the scene changes little from frame-to-frame. Therefore, to decode already encoded

MPEG video sequences, an algorithm that deals with these three frame types differently is

necessary.

§ The shape of the lane/pavement markers present in the I-frames is estimated using the

method developed in sections 2 and 3.

§ For P-frames, a technique that tracks lane movement through analysis of the motion vectors

is combined with a local maximization of a posterior pdf is developed.

§ For B-frames, an out-of-order processing of the frame sequence is done, so that future frames

are processed first.  This allows a conceptually similar process to be done with B-frames as is

done with P-frames.

It will be shown that by taking advantage of the motion information present in P- and B-

frames, the method developed here estimates the lane shape more quickly and efficiently in the

P- and B-frames than it does in the I-frames. The exact procedure is described in detail for P-

frames alone first, followed by the modifications needed for lane shape estimation in B-frames.
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A brief introduction to how P- and B-frames differ from I-frames is appropriate here (see

Appendix B for a more detailed explanation).  For P-frames, MPEG breaks the frame into

1616 ×  macroblocks and encodes the DCT of these blocks in terms of a motion vector and an

error vector.  The motion vector contains information indicating what past macroblock that new

macroblock is being encoded with respect to, i.e., where this new macroblock came from.  The

error vector, on the other hand, represents the change in the DCT coefficient values for the new

block relative to the old block.  This differs from the I-frame scenario in that the macroblocks are

encoded with respect to previous macroblocks instead of just spatially.  In cases where encoding

in this fashion would require more bits than just a standard (I-frame type) encoding of this new

block, the new block is intra-coded just like an I-frame block, and no motion or error vectors are

encoded.

Lane shape estimation in P-frames is a two-step process:

§ First, the P-frame motion vectors are used to approximate the motion of the lane from frame-

to-frame, without any regard of the error vector. Using this approximate lane motion, a non-

linear least squares fit is performed to make an initial guess as to what the exact shape of the

lanes is in this new P-frame. This procedure is explained in section 4.2.

§ Second, a local maximization of the P-frame posterior pdf (derived using the error vectors) is

performed to refine the initial guess, as explained in section 4.3.

The extension of this method to B-frames is given in section 4.4.  As a result, lane

features can be tracked robustly through an MPEG encoded video sequence.  Section 4.5

provides an illustration of this entire feature tracking procedure.  Finally, section 4.6 provides

some example queries on MPEG encoded video sequences along with the corresponding answers

to those queries.

4.2 INITIAL GUESS OF THE LANE’S SHAPE USING MOTION VECTORS

Each 1616 ×  macroblock of the P-frame has a motion vector indicating its origin in the

preceding I- or P-frame.  In general, the standard MPEG codec does not encode P-frames with

respect to the frame immediately preceding it. A typical P-frame is encoded with respect to a

frame several instances back, as B-frames are usually interspersed between successive P- and I-
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frames.7 Since that previous frame has already been processed, the shape of the lanes in that

frame is known. If a P-frame macroblock is deemed to have originated from a lane containing

macroblock in the past P- or I-frame, that new P-frame block is so marked.  A distinction is made

between those blocks that came from left lanes and those that came from right lanes.  By

inspecting all macroblocks in the current P-frame, a tertiary map indicating how the previously

estimated lane has moved from the past frame to the current frame is generated. This map is then

used to make an initial guess as to what the shape of the lanes is in the current P-frame, as

explained in the next subsection.

Using the tertiary map as data samples of the non-linear regression given by eq. (5), a

least-squares estimate of the regression parameters vp b' ,b' ,k' ,
 RIGHTLEFT

and  is obtained from that

data. This non-linear least squares estimate is the system’s initial guess as to what the lane’s

shape is in this new P-frame.

4.3 LANE SHAPE REFINEMENT

There are two important reasons why this easy to calculate initial estimate is not

sufficiently accurate and requires a proper refinement before it can be accepted as the final lane

shape estimate for the new P-frame:

§ First, since the initial estimate is based on motion vectors alone, those blocks that are inter-

coded (have no associated motion vector) are ignored. This includes blocks that correspond

to areas of the current P-frame that have newly appeared, and are not present in the previous

image. Also included are macroblocks that are significantly different than the past due to

lighting, shadowing, occlusion etc.

§ Second, some present macroblocks that are encoded with respect to past lane containing

macroblocks do not actually contain lanes.  Typically, these are blocks that have lane-like

properties in terms of the strength and orientation of the edges they contain.

Using the method discussed in section 2.2, a feature image for the new P-frame is

computed. A posterior pdf over the lane shape parameter space is then formulated for this new

frame as in section 2.4. The initial guess from the previous subsection is used to initiate a simple

                                                       
7 Many popular implementations of the MPEG standard do not use B-frames at all, as they are considered non-
normative. We note that this system works independent of such variations in implementing the non-normative
portions of the MPEG standard. See [1] for more details regarding the normative and non-normative portions of the
MPEG standard.
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locally exhaustive search of the posterior pdf over a very small area of the lane shape parameter

space. This local search usually results in a good refinement of the initial guess, and is accepted

as the final estimate of the lane’s shape in the new P-frame.  An illustration the entire process

described in the preceding subsections is shown in Figure 17.

            I-Frame       I-Frame Lane Shape

            P-Frame            P-Frame Lane Macroblocks

       Initial Guess of P-Frame Lane Shape Refined P-Frame Lane Shape

 

Figure 17. An example of lane shape estimation in P-frames.

4.4 EXTENSION TO B-FRAMES

The extension of this procedure to lane shape estimation in B-frames is conceptually

simple.  Unlike P-frames that encode current frames with respect to preceding frames only, the

encoder allows B-frames to use information from both past and future frames.  Hence, the

motion vectors in the new frame will refer to both past and previous frames.
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For this reason, lane shape estimation in B-frames cannot exactly mimic that of P-frames.

Lane shape estimates of both past and future frames are needed to use the same procedure as in

the previous three subsections. This is not a major difficulty, except that the B-frame lane shape

estimation has to be done out of order, i.e., only after the lane shape estimation procedure for a

future I- or P-frame has been completed.

4.5 EXAMPLE SEQUENCE

The lane shape estimation processes of the preceding sub-sections and how they all fit

together is illustrated in Figure 18 on a 10 frame MPEG encoded video stream.

        Motion-based           Spatial-domain               DCT-based   Lane Shape
     Lane Macroblocks       Image   Energy Map     Estimate

         Not Applicable  1    I

3     B

4     B

2     P

6     B
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7     B

5     P

9     B

10     B

8     P

Figure 18. Lane shape estimation in an MPEG encoded video stream. In each row, the number
on the extreme left indicates processing order, and the letter on the extreme right indicates frame
type.

4.6 RESULTS OF MPEG ENCODED VIDEO QUERY

The lane shape estimation process is subsequently used to query MPEG encoded videos

of common roadway scenes. The results of a series such queries, including those that locate

temporally meaningful events and those that locate geometrically meaningful events are

presented in Figures 19 through 21. The query in Figures 19 and 21, namely, “find portions of

the video where the vehicle is making a lane change maneuver,” is translated to mean find

portions of the video where either of the two lane offset parameters b'LEFT or b'RIGHT undergoes a

smooth zero crossing [51].  The query in Figure 20, namely, “find portions of the video where

the vehicle is going around a tight curve,” is translated to mean find portions of the video where
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the curvature parameter k' continues to have a magnitude much larger than zero over a series of

frames.

   

   

   

   

   

   

   

Figure 19. Results of querying the MPEG stream with “find portions of the video where the
vehicle is making a lane change maneuver.” Retrieved images are highlighted in red.
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Figure 20. Results of querying the MPEG stream with “find portions of the video where the
vehicle is going around a tight curve.” Retrieved images are highlighted in red.
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Figure 21. A second example of querying an MPEG stream with “find portions of the video
where the vehicle is performing a lane change.” Retrieved images are highlighted in red.
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4.7 SUMMARY AND CONCLUSIONS

This chapter has presented the details of the third and final component of the MPEG

encoded video query tool developed in this thesis.  The query tool makes use our method for

detecting lanes in the frequency domain, as well as a new technique that develops a motion based

estimate of lane shape.  By combining the two, a tool that is able to robustly track lane features

as they evolve through a sequence has been demonstrated, and applied to the task of allowing

semantic query of encoded video sequences.  It has been shown that such a query tool is useful

for extracting both geometrically and temporally meaningful segments from an MPEG encoded

video without performing any inefficient decoding.
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5 CONCLUDING REMARKS

This thesis has presented a tool for shape-based feature extraction, query, and browsing

of MPEG encoded video sequences without the need for any decoding.  Since the decoding stage

is not necessary, feature extraction becomes much more computationally efficient than

otherwise.  The video sequences used for this study consist of common roadway scenes, as

imaged by a forward-looking vehicle-mounted camera.  This tool has been employed to

automatically query and browse MPEG encoded sequences to extract portions of the sequence

that are meaningful, based on both geometric and temporal constraints on the lane's shape.

The tool uses a three-step method.

§ For inter-coded (I) frames, the shape of the lane/pavement markers present is estimated in a

Bayesian setting using a set of DCT-based lane edge features, a global shape model for lane

edges, and a coarse-to-fine optimization algorithm.

§ The estimation of lane shape in P-frames uses the motion of macroblocks between frames

and the estimate of lane shape in the previous I- or P-frame to generate and initial guess of

the lane's new shape.  This initial guess is refined by a local search in the lane shape

parameter space. The lane shape estimation procedure for B-frames is very similar to that for

P-frames.

§ Finally, the lane’s geometry as it evolves over time is analyzed in order to establish a

connection between its signature and the one mandated by the query.  This includes both

temporally significant queries such as “identify portions of the MPEG encoded video where

the vehicle is making a lane change maneuver,” and geometrically significant events such as

“identify portions of the video where the vehicle is going around a tight curve.”

Several experimental results have been presented to illustrate the efficacy of this tool.

There are many possible avenues of future work in the area of encoded video query,

browsing, and analysis.  Two of the most important are those that are concerned with making the

features that are extracted more general, and those that are concerned with broadening the

allowable set of semantic queries. An augmentation of the tool presented here to allow tracking

and query of more generic shapes, such as those in [6][25], would make a more powerful system.

An extension of the query interpretation capabilities of the tool presented in this thesis would

enable it to be used more widely.
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APPENDIX A – A SUMMARY OF THE

JPEG IMAGE COMPRESSION STANDARD

The Joint Photographic Experts Group (JPEG) standard is an image encoding or

compression algorithm, developed through collaboration of an international body of scientists -

see [2].  It is "lossy", meaning that the decompressed image is not identical to the original image.

JPEG is designed to exploit known limitations in the human eye, notably that high frequency

components of images are much less noticeable than low frequency components. Therefore, the

data that is lost during compression is perceptually unimportant to the human viewing the image

and hence can be discarded without negative viewing effects.  However, for automatic image

recognition, this discarded information is often important.  This is one of the main reasons that

feature extraction in the compressed domain is a difficult task – important information from a

automatic recognition point of view is lost in the compression process.

We will now briefly summarize the process by which an image is encoded in the JPEG

standard.  The color space used by JPEG is a luminance space for grayscale data and a luminance

and two chrominance channels for color data (YCbCr).  The details for a grayscale (256 level)

image are given, since this work makes use of only luminance data.  The extension to color

images is straightforward.8

For a spatial domain image to be encoded using the JPEG standard, the pixels are first

grouped into 88×  blocks, as shown in Figure 21.

 

Figure 21. Left: Spatial-domain image. Right: The grid of 88×  pixel blocks that JPEG uses.

                                                       
8 One clarification about this ‘straightforward’ extension:  JPEG also makes use of the fact that humans perceive
color changes much less distinctly than intensity changes.  Therefore, the chrominance channels in a JPEG image
are subsampled to reduce the number of bits necessary to encode the image.
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Each 88×  block is treated as just a matrix of 88×  integers (see Figure 22) that are

encoded separately.

248 252 244 239 243 233 209 198
243 247 240 239 221 216 201 190
240 245 228 231 197 197 199 193
237 240 210 213 190 193 209 213
226 223 197 196 202 203 222 234
208 202 197 193 218 217 227 238
195 195 207 206 227 227 223 226
192 200 216 218 228 232 219 215

Figure 22. Left: An 88×  block taken from the spatial domain image in Figure 21.9 Right: The
88×  matrix of pixel intensity values that correspond to that block.

The second step of the JPEG encoding/compression algorithm involves performing the

two-dimensional (2-D) Discrete Cosine Transform (DCT) on each 88×  block–see eq. 9.  The 2-

D DCT is an orthogonal transform that is widely used in many image compression techniques

since its energy compaction ability [52] approaches that of the optimum Karhunen-Loeve (KL)

transform while maintaining a significantly lower implementational complexity.
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This second step results in a set of 64 frequency domain coefficients in place of the 64 spatial

domain coefficients–see Figure 23. The benefit to this change of domain is that upwards of 90%

of the energy in the original 88×  spatial domain pixel block is stored in just 3 or 4 of the lowest

frequency coefficients, resulting in a very high energy compaction in the frequency domain.

248 252 244 239 243 233 209 198
243 247 240 239 221 216 201 190
240 245 228 231 197 197 199 193
237 240 210 213 190 193 209 213
226 223 197 196 202 203 222 234
208 202 197 193 218 217 227 238
195 195 207 206 227 227 223 226
192 200 216 218 228 232 219 215   

1741 31 10 4 -2 -6 -7 -5
42 99 -5 -3 -4 6 -8 -13
34 -3 -60 12 -7 -4 15 6
13 -33 10 15 6 -13 3 13

8 2 8 2 -1 -3 -4 -2
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

Figure 23. Left: The 88×  pixel intensity values. Right: The corresponding DCT coefficient
values.

                                                       
9 Note, the 88 ×  pixel block chosen contains a lane edge.
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As the third step, each of the 88×  DCT coefficients are divided by a quantization factor

and the result is rounded the result to the nearest integer, as shown in Figure 24. The quantization

factor depends on which coefficient is being considered.  Since human perception is insensitive

to high frequency coefficients, high frequency coefficients are very coarsely quantized.  This

step is where most of the compression (and most of the lossiness) comes in.  Likewise, since

human perception is very sensitive to low frequency coefficients, a much finer quantization is

undertaken with those coefficients.

1741 31 10 4 -2 -6 -7 -5
42 99 -5 -3 -4 6 -8 -13
34 -3 -60 12 -7 -4 15 6
13 -33 10 15 6 -13 3 13

8 2 8 2 -1 -3 -4 -2
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0   

16 11 10 16 24 40 51 61

12 12 14 19 26 58 60 55

14 13 16 24 40 57 69 56

14 17 22 29 51 87 80 62

18 22 37 56 68 109 103 77

24 35 55 64 81 104 113 92

49 64 78 87 103 121 120 101

72 92 95 98 112 100 103 99  

109 3 1 0 0 0 0 0
3 8 0 0 0 0 0 0
2 0 -4 0 0 0 0 0
1 -2 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

Figure 24.  Left: The 88×  DCT coefficients. Center: The standard JPEG quantization factor
matrix.  Right: The quantized DCT coefficients.

The quantized set of coefficients are then encoded using either Huffman or arithmetic

coding.  This is a lossless step, but does add some additional compression to the data.  In this

step, the 64 coefficients are reordered in zigzag fashion.  The zigzag method was chosen

statistically so as to produce long runs of zeros at the end of the stream of coefficients to encode,

see Figure 25.

109 3 1 0 0 0 0 0
3 8 0 0 0 0 0 0
2 0 -4 0 0 0 0 0
1 -2 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0    109, 3, 3, 2, 8, 1, 0, 0, 0, 1, 0, -2, -4, 0, 0,… 0, 0, 1, 0, 0, ...

Figure 25.  Left: The quantized DCT coefficients. Right: The DCT coefficients after reordering.

The coefficients are also run length encoded, which means that long strings of zeros are

very efficiently sent.  Furthermore, a unique 'end of block' character is defined so that the run of

zeros at the end can be encoded with just 4 bits.

The JPEG decoding scheme operates in reverse order to the procedure just laid out.  First,

the DCT coefficients are recovered by reversing the run-length and the Huffman or arithmetic
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coding.  Next, the coefficients are reordered and the quantization effect is undone through

multiplication.  Finally, the spatial domain image is reconstructed through the inverse discrete

cosine transform.  This final step is the most time consuming and inefficient, and the step that

this thesis has eliminated for feature extraction.
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APPENDIX B – A SUMMARY OF THE MPEG VIDEO

COMPRESSION STANDARD

The term MPEG (The Moving Pictures Experts Group) is commonly used to refer to a set

of standards for encoding video (and the associated audio) in compressed form [1].  Currently,

there are several types of MPEG standards written, including MPEG-1, MPEG-2, MPEG-4, and

MPEG-7 (draft).  An MPEG-3 was proposed but later absorbed into MPEG-2.  This thesis is

primarily concerned with MPEG-2 encoded video, which is a superset of MPEG-1.  MPEG-4 is

a standard proposed for coding very low bandwidth at low frame rates and low resolution.  For

additional reading, reference [53] provides several papers that explore the past, present, and

future of multimedia signal processing standards.

Briefly, the distinctions between MPEG-1 and MPEG-2 are as follows.  MPEG-1 was

designed for CD-ROM bit rates (up to about 1.5 Mbits/sec), whereas MPEG-2 is designed to

have much higher bandwidths.  Furthermore, frame sizes and rates in MPEG-1 are limited (by

the Constrained Bit Stream Parameters) to 352x240x30Hz where MPEG-2 has a much larger set

of frame sizes and rates (including HDTV).  MPEG-2 can deal with interlaced video, while

MPEG-1 cannot.  Lastly, MPEG-2 has a much wider set of options for encoding associated

audio, including more channels and higher bit rates.

The primary constituents to both MPEG-1 and MPEG-2, however, are very similar and

so the following discussion pertains to both.  An MPEG stream contains up to 3 different frame

types:10

§ I-Frames (also called intra-coded frames) are stand alone images, and are encoded/ using a

technique very similar to JPEG (see Appendix A).  This technique eliminates spatial

redundancy, but not temporal redundancy.

§ P-Frames (also called forward-predicted frames) are encoded using motion vectors and error

blocks.  A P-frame is called a predicted frame because its contents are predicted from earlier

P- or I- frames.  This reduces the temporal redundancy in the video stream.

§ B-frames (also called bidirectionally-predicted frames) are encoded like P-frames, except

that the motion vectors and error blocks can reference either previous frames, future frames,

                                                       
10 There is a fourth type, called D-frames, that are in the standard but almost never used.  They transmit only the DC
average of the 64 spatial pixels in the block.
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or both.  It is encoded with respect to the most recent P- or I-frame and the next P- or I-

frame.

These three types of frames can be arranged in any logical way in the stream.  A very typical

arrangement is shown below in Table 4.

Frame Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Frame Type I B B P B B P B B P B B P B B I

Table 4. A typical arrangement of a group of pictures.

In this example, the I-frames (e.g., 1) are encoded by themselves, the P-frame (4) is

encoded with respect to the I-frame (1), and the B-frame (2) is encoded with respect to the I-

frame (1) and the P-frame (4). Nothing is ever encoded with respect to B-frames.

Figure 25.  A graphical representation of how frames 2 and 4 are encoded.

The encoding technique in P- and B-frames deserves further attention.  In P-frames, the

encoder uses both the preceding I- or P-frame to encode the current frame.  In our example, the

encoding of frame 4 would necessitate the use of frame 1.  Using frame 1 as a reference, frame 4

is encoded using two quantities:

§ A motion vector, indicating the movement of blocks between the two frames

§ An error vector, indicating the change in the block DCT values between the two frames
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The block sizes for this temporal encoding is 1616 ×  (called a macroblock), as opposed to 88× .

To encode a P-frame, only the macroblock motion and error vectors need to be encoded, which is

typically much more efficient.  However, for macroblocks where this temporal correlation does

not afford favorable bit rates, they are encoded like an I-frame. The B-frame process is

conceptually similar, except that the motions and errors can be calculated from previous frames,

future frames, or both. The actual motion and error vectors are variable length encoded as well

(using a JPEG standard like table).

At the decoder end, the reverse process is done.  First, the frame type is identified from

information sent in the header.  For I-frames, decoding is done similar to that of JPEG.  For P

and B-frames, the motion vectors and error vectors are used to regenerate the predicted frames’

DCT coefficients.  This necessitates a buffering of previous and future frames in memory to

allow the inverse prediction stage.
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